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Designing networks to accurately learn 2D turbulence closures
KEATON BURNS, Massachusetts Institute of Technology, Flatiron Institute, RO-
NAN LEGIN, University of Montreal McGill University, ADRIAN LIU, McGill
University, LAURENCE PERREAULT-LEVASSEUR, Mila, University of Mon-
treal, Flatiron Institute, YASHAR HEZAVEH, University of Montreal, Flatiron
Institute, SIAMAK RAVANBAKHSH, Mila, McGill University, GREGORY WAG-
NER, Massachusetts Institute of Technology — Scientifically meaningful deployment
of machine-learned subgrid closures in large-eddy simulations (LES) requires learned
closures to be more accurate or faster to compute than existing closure models. Here
we present a systematic study of the accuracy of neural LES closures for forced 2D
turbulence as a function of the network architecture and hyperparameters. We ex-
amine statistically steady flows where we can control the location of the filtering
scale with respect to the stationary spectrum, and include a range of architectures
that allow us to distinguish the effects of nonlocality and finite-differencing errors in
the closure accuracy. We consider fully-connected, convolutional, and u-net network
architectures trained on filtered snapshots from highly resolved direct numerical
simulations (DNS). We vary the breadth and depth of the networks as well as the
selected input variables and cost functions used during training. We examine how
these choices impact the accuracy of the learned closures in predicting true subgrid
stresses from DNS, and how they affect the statistics of new coarse forward models
/ LES using the learned closures.
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