Massively parallel Monte Carlo for many-particle simulations on GPUs SHARON GLOTZER, JOSHUA ANDERSON, ERIC JANKOWSKI, THOMAS GRUBB, MICHAEL ENGEL, University of Michigan — Current trends in parallel processors call for the design of efficient massively parallel algorithms for scientific computing. Parallel algorithms for Monte Carlo simulations of thermodynamic ensembles of particles have received little attention because of the inherent serial nature of the statistical sampling. We present a massively parallel method that obeys detailed balance and implement it for a system of hard disks on the GPU.[1] We reproduce results of serial high-precision Monte Carlo runs to verify the method.[2] This is a good test case because the hard disk equation of state over the range where the liquid transforms into the solid is particularly sensitive to small deviations away from the balance conditions. On a GeForce GTX 680, our GPU implementation executes 95 times faster than on a single Intel Xeon E5540 CPU core, enabling 17 times better performance per dollar and cutting energy usage by a factor of 10. [1] J.A. Anderson, E. Jankowski, T. Grubb, M. Engel and S.C. Glotzer, arXiv:1211.1646. [2] J.A. Anderson, M. Engel, S.C. Glotzer, M. Isobe, E.P. Bernard and W. Krauth, arXiv:1211.1645.
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